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Abstract

The use of social networks is increasing rapidly. Various informations are shared widely through social media, i.e. Facebook. Information about users and what they expressed through status updates are such important assets for research in the field of behavioral learning and human personality. Similar researches have been conducted in this field and it grows continually till now. This study attempts to build a system that can predict a person’s personality based on Facebook user information. Personality model used in this research is Big Five Model Personality. While other previous researches used older machine learning algorithm in building their models, this research tries to implement some deep learning architectures to see the comparison by doing comprehensive analysis method through the accuracy result. The results succeeded to outperform the accuracy of previous similar research with the average accuracy of 74.17%.
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1. Introduction

Social media has become the most widely used communication and interaction tool between people over the past few years. Direct interaction between people is decreasing as people tend to communicate indirectly through smartphones. Thus, it is quite difficult to recognize person’s personality. However, what’s written in social media might help us to get the information needed as people spend much time checking social media and expressing their feelings and thoughts through status, comments, and updates. Facebook has the largest users reaching 1.8 billion users with around 800 million users spending about 40 minutes a day using it1. Facebook users generally express their feelings and opinions through status updates or comments. Although Facebook is currently more widely used to share photos and videos, this research focuses on users’ linguistic aspect which is their status updates. Studies in the field of psychology showed that there is a correlation between personality and the linguistic behavior of a person2,3. This correlation can be effectively analyzed and illustrated using natural language processing approach. Therefore, the goal of this research is to build a prediction system that can automatically predict user personality based on their activities in Facebook.

There are several personality models used in predicting personality, such as Big Five Personality, MBTI (Myers-Briggs Type Indicator) or DISC (Dominance Influence Steadiness Conscientiousness). However, after some considerations and literature review process, Big Five Personality is used in this study as it is the most popular and precise in telling someone’s personality traits. Traits in this model consist of Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism.

The corpus used in this study consists of 2 (two) datasets. The first dataset consists of 250 users with around 10,000 statuses obtained from *myPersonality* project sample data, and the second dataset consists of 150 users which are collected manually. Prediction system is built using some linguistic features with different approach. The first used closed vocabulary that includes some features such as LIWC (Linguistic Inquiry and Word Count) and SPLICE (Structured Programming for Linguistic Cue Extraction). SNA (Social Network Analysis) is also included in the process because all the features’ scores are provided by *myPersonality* dataset. All features in the first approach are specifically used in the older machine learning algorithm implementation. The second approach used open vocabulary approach. It is word embedding which is specifically used in deep learning technique implementation. This study uses some machine learning algorithms which are widely used in previous researches. To the best to our knowledge, deep learning implementation in this field is still hard to find. Hence, we implement some deep learning algorithms so that improvement to the prediction system can be made.

1. Related Work

Previous study on personality prediction has been done by using social media Facebook and some features such as LIWC features, SNA features, time-related features, and others4. Their research is very similar with ours especially for the dataset (250 dataset from myPersonality) and the features (LIWC and SNA features). Another research in personality prediction based on Facebook status were done by using two approaches such as open-vocabulary DLA (Differential Language Analysis) and LIWC features5. By using Facebook, a research defining features with bag-of-words and token (unigrams) approaches were conducted as well. Other study was done to make a personality prediction system by using Twitter with LIWC and MRC as features6.

All mentioned above researches did personality prediction by using social media in English based on Big Five Personality models. Recent research was conducted to make a personality prediction system using Twitter in Bahasa based on Big Five Personality models7,8. Other research on personality prediction was done using deep learning technique to classify Big Five Personality models from social media Facebook9.

1. Methodology
   1. Dataset

The dataset used in this study is divided into two parts. The first dataset obtained from myPersonality10 consists of 250 data of Facebook users with approximately 10,000 statuses with given personality label based on the Big Five Personality Traits model. The distribution of the myPersonality dataset based on the personality type is presented in Table 1 below.

Table 1. Distribution of myPersonality dataset.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Value | OPN | CON | EXT | AGR | NEU |
| Yes | 176 | 130 | 96 | 134 | 99 |
| No | 74 | 120 | 154 | 116 | 151 |

The second dataset is the status of 150 Facebook users which are collected manually. Facebook API Graph is utilized in the process of collecting the dataset. Personality labeling is then done by manually entering the user posts into Apply Magic Sauce application (<https://applymagicsauce.com/>). Apply Magic Sauce application is a web application build by Cambridge Psychometrics Centre to predict psychological traits from digital footprints of human behavior. Their models are based on over 6 million social media profiles and matching scores on psychometrics tests. They have published their methods in the Proceedings of the National Academy of Sciences11 and proven to predict someone better than their friends or partners12. Apply Magic Sauce open for any researches that want to use their API to help them collect information on psychological characteristics based on Big Five Personality without inconveniencing the participants with personality questionnaires. Table 2 is the result of dataset distribution after being labeled based on Big Five Personality Traits model using Apply Magic Sauce.

Table 2. Distribution of Manual gathered dataset.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Value | OPN | CON | EXT | AGR | NEU |
| Yes | 97 | 63 | 38 | 81 | 50 |
| No | 53 | 87 | 112 | 69 | 100 |

* 1. Features

This study uses several features to see the comparison of the results and capabilities between them. The main reason is to investigate the suitability and performance of this various features for personality modeling. The features used are differentiated for each learning implementation. For traditional machine learning implementation, we used linguistic feature with closed-vocabulary approach. Closed vocabulary is a feature based on the number of words content in accordance with predefined features. For this approach, we used linguistic features such as LIWC13 and SPLICE14. LIWC used in this study was LIWC2015 version which had 85 features enhanced from LIWC2007. All LIWC features were used. SPLICE is a linguistic feature that has been used in several studies in this field14. 74 features of SPLICE are used in this research. In addition to the linguistic features described beforehand, this research also utilized the use of SNA features provided by myPersonality dataset in form of detail information about a user's friendship network15.

In contrast to the implementation of traditional machine learning, deep learning utilization was done separately by using linguistic features of open vocabulary approach. Open vocabulary does not require predefined features. This approach performs an automatic exploration of dataset to find relationship between words with personality. The actual technique used in this study is word embedding using Glove16 which has around 6 billion tokens, 400 thousand words, and 100 vector dimensions. Previous studies comparing these 2 (two) linguistic features approaches have been done before5.

* 1. Preprocessing

All data in form of English went through the preprocessing stage before it could be processed. Pre-preprocessing steps consist of removing URLs, symbols, names, spaces, lowering case, stemming, and removing stop words. Whilst, data in Bahasa went through additional preprocessing process; it was replacement of slang words or non-standard words which was manually conducted. After finished, it was then translated into English.

Steps such as removing names, stop words and stemming were using NLTK library. 153 stop words were removed in the experiments. Another process was done manually by using written regex and codes.

* 1. Model classification

As mentioned above, traditional machine learning and deep learning were used in classification process. Traditional machine learning algorithms included Naive Bayes, Support Vector Machine (SVM), Logistic Regression, Gradient Boosting, and Linear Discriminant Analysis (LDA). In this research, we consider all machine learning algorithm used above as the traditional machine learning as it will be differentiated and compared to deep learning algorithm which is actually subset from machine learning methods but it differs is in the use of neural networks that contain more than one hidden layer. For model validation, researchers used a 10-fold cross validation technique using Python libraries. 10-fold cross validation divided 10% dataset into data testing and 90% dataset as training data in turn.

We conducted a series of tests with various scenarios to see the accuracy of each algorithm in predicting personality type. Testing was done by adding some additional processes to improve accuracy. The first process was Features Selection that tried to filter or remove the features that were considered to have a low correlation to the traits of the personality. The correlation value was calculated using chi-square method. We did some “try and error” experiments until we found the best setting for this process. The next process was resampling that aimed to balance the data because of the unbalanced data distribution. As shown in Table 1, Openness traits have a comparison of binary classes 2.4 (yes): 1 (no). In Table 2, it is found that Extraversion traits have a binary class comparison of 1 (yes): 2.9 (no). The resampling technique was Under-sampling and Over-sampling. These techniques were applied using library from imbalanced\_learn that include SMOTE function for Over-sampling as well as ClusterCentroids function for Under-sampling.

Meanwhile, deep learning implementations were using four architectures, namely MLP (Multi-Layer Perceptron), LSTM (Long Short Term Memory), GRU (Gated Recurrent Unit), and CNN 1D (1-Dimensional Convolutional Neural Network). We attempted to combine LSTM and CNN 1D architecture as an additional architecture as well. MLP consists of input, hidden, and output layers which is using a basic algorithm for training, known as backpropagation17. CNN 1D has the same layers as MLP, but there are two more layers before the MLP’s layers namely convolutional layers and max pooling layers18. GRU is a simplification of LSTM, they used peephole connections and output activation functions, and coupled the input and the forget gate into an update gate19. A series of scenarios were conducted to obtain the highest prediction’s accuracy for each architecture. The testing was done by adding the resampling process. The Python library used is Keras and Theano as the backend. However, for this implementation we did not do the validation using 10-fold cross in the testing process yet due to the limitation of hardware capability which caused out of memory problem. So, we figured out the solution using parting the dataset into training dataset and testing dataset with the distribution of 80% and 20% from the total data. This allocation of testing data was randomly selected and we obtained 50 datasets as testing data from myPersonality and 30 datasets as testing data from manual gathered dataset.

Table 3 is a breakdown of experimental scenarios to be performed on traditional machine learning and deep learning.

Table 3. Experimental scenarios for traditional machine learning and deep learning.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Machine Learning | | | | | | | | |
| Scenario | Features | | | Feature Selection | | Resampling | | |
| LIWC | SPLICE | SNA | No | Yes | Without  Resampling | Under-sampling | Over-  sampling |
| 1 | ✓ |  |  | ✓ |  | ✓ |  |  |
| 2 | ✓ |  |  | ✓ |  |  | ✓ |  |
| 3 | ✓ |  |  | ✓ |  |  |  | ✓ |
| 4 | ✓ |  |  |  | ✓ | ✓ |  |  |
| 5 | ✓ |  |  |  | ✓ |  | ✓ |  |
| 6 | ✓ |  |  |  | ✓ |  |  | ✓ |
| 7 |  | ✓ |  | ✓ |  | ✓ |  |  |
| 8 |  | ✓ |  | ✓ |  |  | ✓ |  |
| 9 |  | ✓ |  | ✓ |  |  |  | ✓ |
| 10 |  | ✓ |  |  | ✓ | ✓ |  |  |
| 11 |  | ✓ |  |  | ✓ |  | ✓ |  |
| 12 |  | ✓ |  |  | ✓ |  |  | ✓ |
| 13 |  |  | ✓ | ✓ |  | ✓ |  |  |
| 14 |  |  | ✓ | ✓ |  |  | ✓ |  |
| 15 |  |  | ✓ | ✓ |  |  |  | ✓ |
| 16 |  |  | ✓ |  | ✓ | ✓ |  |  |
| 17 |  |  | ✓ |  | ✓ |  | ✓ |  |
| 18 |  |  | ✓ |  | ✓ |  |  | ✓ |
| Deep Learning | | | | | | | | |
| Scenario | Resampling | | | | | | | |
| Without  Resampling | | | | | | Under-sampling | Over-  sampling |
| 19 | ✓ | | | | | |  |  |
| 20 |  | | | | | | ✓ |  |
| 21 |  | | | | | |  | ✓ |

1. Classification Result

All clasification results obtained by using traditional machine learning and deep learning can be seen in Table 4, 5, 6, and 7. We only report the algorithms, architectures, and scenario number with the highest accuracy in each traits.

Table 4 shows the result obtained by using myPersonality dataset. The implementation of traditional machine learning which shows the highest accuracy is dominated by scenario number 1 and 4. The highest accuracy is 70.40% obtained by using SVM and Logistic Regression algorithm. The highest average accuracy is 63.04% obtained by using LDA algorithm. The highest average accuracy for all traits is 68.80% obtained from Openness (OPN).

Table 5 shows the result obtained by using Manual gathered dataset and implementation machine learning shows the highest accuracy is dominated by scenario number 1 and 4. The highest accuracy is 79.33% obtained by using LDA algorithm. The highest average accuracy is 67.20% obtained by using SVM algorithm. The highest average accuracy for all traits is 75.87% obtained from Extraversion (EXT).

Meanwhile, Table 6 shows the result obtained by using myPersonality dataset. Implementation of deep learning shows the highest accuracy is dominated by scenario number 20. The highest accuracy is 79.49% obtained by using MLP architecture. The highest average accuracy is 70.78% obtained by using MLP architecture. The highest average accuracy for all traits is 74.10% obtained from Openness (OPN).

Table 7 shows the result obtained by using manual gathered dataset. Implementation of deep learning shows the highest accuracy is dominated by scenario number 21. The highest accuracy is 93.33% obtained by using MLP and LSTM+CNN 1D architecture. The highest average accuracy is 74.17% obtained by using LSTM+CNN 1D architecture. The highest average accuracy for all traits is 83.33% obtained from Extraversion (EXT).

By observing all average accuracy from experiments on traditional machine learning, it is found that the accuracy is quite balanced. However in the deep learning implementation, all average accuracy for each architecture is quite different. From the average accuracy result based on traits, we can see Openness (OPN) has the highest average accuracy in myPersonality dataset, while Extraversion (EXT) has the highest average accuracy in manual gathered dataset. This result may be different in other research, as it heavily depends on the dataset and the classification model with its features that being used for the prediction. Based on the experimental results, we can conclude that the highest average accuracy is obtained by using implementation deep learning but there is no architecture that dominated all big 5 personality traits.

Table 4. Traditional machine learning classification result by using myPersonality dataset \*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Algorithm | Traits (Scenarios) | | | | | Average |
| OPN | CON | EXT | AGR | NEU |
| Naive Bayes | 70.00% (4) | 59.20% (14) | 68.80% (1) | 56.40% (8) | 54.40% (1) | 61.76% |
| SVM | 70.40% (4) | 56.00% (4) | 61.60% (4) | 56.80% (12) | 60.40% (4) | 61.04% |
| Logistic Regression | 70.40% (1) | 54.40% (3) | 68.40% (1) | 53.60% (5) | 60.40% (4) | 61.44% |
| Gradient Boosting | 63.20% (1) | 56.40% (5) | 68.00% (13) | 63.20% (6) | 59.20% (16) | 62% |
| LDA | 70.00% (16) | 58.40% (14) | 68.00% (16) | 58.00% (7) | 60.80% (1) | 63.04% |
| Average | 68.80% | 56.88% | 66.96% | 57.60% | 59.04% |  |

Table 5. Traditional machine learning classification result by using manual gathered dataset \*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Algorithm | Traits (Scenarios) | | | | | Average |
| OPN | CON | EXT | AGR | NEU |
| Naive Bayes | 60.67% (1) | 62.67% (1) | 73.33% (1) | 53.33% (2) | 70.00% (4) | 64.00% |
| SVM | 64.67% (4) | 65.33% (1) | 76.00% (1) | 60.67% (12) | 69.33% (1) | 67.20% |
| Logistic Regression | 65.33% (7) | 66.67% (11) | 74.67% (4) | 59.33% (5) | 66.67% (1) | 66.53% |
| Gradient Boosting | 67.33% (1) | 62.67% (1) | 76.00% (4) | 58.67% (7) | 66.67% (1) | 66.26% |
| LDA | 60.00% (4) | 67.33% (1) | 79.33% (1) | 60.67% (3) | 66.67% (4) | 66.80% |
| Average | 63.60% | 64.93% | 75.87% | 58.53% | 67.87% |  |

Table 6. Deep learning classification result by using myPersonality dataset \*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Architectures | Traits (Scenarios) | | | | | Average |
| OPN | CON | EXT | AGR | NEU |
| MLP | 79.31% (20) | 59.62% (21) | 78.95% (20) | 56.52% (20) | 79.49% (20) | 70.78% |
| LSTM | 68.00% (19) | 52.00% (19) | 58.00% (19) | 56.52% (20) | 58.62% (21) | 58.63% |
| GRU | 68.00% (19) | 62.00% (19) | 58.00% (19) | 65.22% (20) | 64.00% (19) | 63.44% |
| CNN 1D | 79.31% (20) | 50.00% (21) | 60.94% (21) | 67.39% (20) | 61.54% (20) | 63.84% |
| LSTM+CNN 1D | 75.86% (20) | 57.69% (21) | 71.05% (20) | 50.00% (21) | 58.97% (20) | 62.71% |
| Average | 74.10% | 56.26% | 65.39% | 59.13% | 64.52% |  |

Table 7. Deep learning classification result by using Manual gathered dataset \*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Architectures | Traits (Scenarios) | | | | | Average |
| OPN | CON | EXT | AGR | NEU |
| MLP | 66.67% (20) | 64.00% (20) | 93.33% (20) | 70.37% (20) | 75.00% (20) | 73.87% |
| LSTM | 67.50% (21) | 64.00% (20) | 70.00% (19) | 66.67% (20) | 75.00% (20) | 68.63% |
| GRU | 63.33% (19) | 61.76% (21) | 73.33% (20) | 59.38% (21) | 76.67% (19) | 66.89% |
| CNN 1D | 76.19% (20) | 68.00% (20) | 86.67% (20) | 63.33% (19) | 75.00% (20) | 73.84% |
| LSTM+CNN 1D | 67.50% (21) | 66.67% (19) | 93.33% (20) | 63.33% (19) | 80.00% (20) | 74.17% |
| Average | 68.24% | 64.89% | 83.33% | 64.62% | 76.33% |  |

\* Number in brackets for each trait indicates the number of scenario in Table 3.

In this research, we did experiment on personality prediction based on Big Five Personality models using traditional machine learning and deep learning to classify the traits. For traditional machine learning, we used five algorithms. They are Naive Bayes, SVM, Logistic Regression, Gradient Boosting, and LDA with three features which are LIWC, SPLICE, and SNA. 10-fold cross validation is used for the evaluation model. The experimental scenarios are done by using 2 datasets, feature selection, and resampling. Experimental scenario by using myPersonality dataset shows that the highest accuracy is 70.40% obtained by using SVM and Logistic Regression algorithm for Openness (OPN) trait with LIWC features. SVM algorithm was used with feature selection while Logistic Regression was used without feature selection. Both of them were used with no resampling. Experimental scenario by using manual gathered dataset shows that the highest accuracy is 79.33% obtained by using LDA algorithm for Extraversion (EXT) trait with LIWC features, without feature selection, and without resampling.

The results of experiments on traditional machine learning proved that LDA algorithm has the highest average accuracy in myPersonality dataset and SVM algorithm has the highest average accuracy in manual gathered dataset but not much different from other algorithms. LIWC without feature selection has the highest accuracy among other features in both dataset. We also performed a combination of LIWC, SPLICE, and SNA yet it still can not improve the accuracy. Resampling technique can not improve the accuracy as well.

For deep learning implementation, we used 4 architectures; they are MLP, LSTM, GRU, and CNN 1D. We also tried to combine LSTM with CNN 1D architecture. Experimental scenarios are done using two datasets and resampling. Experimental scenario by using myPersonality dataset shows that the highest accuracy is 79.49% obtained by using MLP architecture for Openness (OPN) trait with resampling (under-sampling technique). Experimental scenario by using manual gathered dataset shows that the highest accuracy is 93.33% by using MLP and LSTM+CNN 1D architectures for Extraversion (EXT) trait with resampling (under-sampling technique).

The results of experiments on deep learning proved that MLP architecture has the highest average accuracy in myPersonality dataset and LSTM+CNN 1D architectures has the highest accuracy in manual gathered dataset. In addition, resampling technique can also improve the accuracy significantly especially under-sampling technique.

1. Conclusion

The results of experiments show that deep learning can improve the accuracy even if the accuracy is still quite low for some traits. It is possibly due to small number of dataset used in this study. However, the results of this study by using traditional machine learning and deep learning can outperform the results of previous studies using the same dataset.

Hence, for future study, we plan to collect and build more dataset. We also plan to use XGBoost algorithm20, other architectures, and other processes to improve this prediction system.
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